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Interactive real-time online 

applications (e.g., games) need 

timely many-to-many 
event dissemination 
 

 

 
 

 

Further Challenges 
 High dynamism in interest sets 

 Heterogeneity in interest and capabilities 

 No guarantees wrt. delivery, latency 

 Streams of small update events 

Goals 

Evaluation 

Source: http://shape-blog.de/augmented-reality-ingress-kalorien-verbrennen 

Application layer multicast 
+ Efficient & scalable message dissemination 

− No prioritization 

− Group operations (join/leave) expensive 

 

Publish/subscribe 
+ Abstraction & decoupling, receiver-based selection 

− Brokers are necessary infrastructure & bottleneck 

− Subscription updates expensive 

 

Context-aware [1] / parametric [2] pub/sub 
+ No need for full re-subscription 

~ Systems needs to be aware of context changes 

 

P2P gaming overlays (VON [3], pSense [4]) 

~ Interest management specific to virtual environments 

+ Optimized for latency 

− Event dissemination does not scale well 
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Utility Function 

The effect of 

clustering on the 

optimization 

potential 

(synthetic  

interest graph) 

Local Optimization 

 Each node locally evaluates utility 

 Operations: redirect or shortcut   

Interest-based Interface 

Application-specific, continuous interest level 

is assigned to each neighbor 

Existing Concepts 

Locality property: transitivity 

𝐵 ∈ 𝐼𝐴  ∧  𝐶 ∈ 𝐼𝐵  ⇒  𝐶 ∈ 𝐼𝐴 with high likelihood      𝐼𝑋: interest set of node 𝑋 

Metric: transitivity ratio or clustering coefficient (𝐶) 

𝐶 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑜𝑠𝑒𝑑 𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠
 

Interest locality introduces routing optimization potential: 

  Shift load to more powerful nodes 

  Aggregate messages, save connection overhead 
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1. Link utilization 

Interest Locality Observation: interest in virtual worlds is local 

Latency is critical  direct communication 

Bandwidth is limited  aggregation 
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trade-off 

Finally: 𝑢𝑡𝑖𝑙𝑖𝑡𝑦 = −𝑐𝑏𝑎𝑠𝑒  
 + 𝑤𝑏𝑤_𝑆 ∗ (𝑐𝑏𝑤_𝑆_𝑏𝑒𝑓𝑜𝑟𝑒−𝑐𝑏𝑤_𝑆_𝑎𝑓𝑡𝑒𝑟) 
 + 𝑤𝑏𝑤_𝑃 ∗ (𝑐𝑏𝑤_𝑃_𝑏𝑒𝑓𝑜𝑟𝑒−𝑐𝑏𝑤_𝑃_𝑎𝑓𝑡𝑒𝑟) 

 + 𝑤𝑙 ∗ (𝑐𝑙_𝑏𝑒𝑓𝑜𝑟𝑒 − 𝑐𝑙_𝑎𝑓𝑡𝑒𝑟) 

transition cost 

bandwidth utility 

latency utility 

Tuning 

utility weights 

to trade off 

link utilization 

against latency 

‘Free’ bandwidth ‘Free’ latency 

Optimization 

potential depends on 

the node fan-out 

(proportional to 

number of nodes) 

Virtual world interest graph 

Link utilization 
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